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ABSTRACT

In large-scale E-commerce retrieval, the Graph Neural Networks (GNNs) has become one of the stage-of-the-arts due to its powerful capability on topological feature extraction and relational reasoning. However, the conventional GNNs-based large-scale E-commerce retrieval suffers from low training efficiency, as such scenario normally has billions of entities and tens of billions of relations. Under the limitation on efficiency, only shallow graph algorithms can be employed, which severely hinders the GNNs representation capability and consequently weakens the retrieval quality. In order to deal with the trade-off between training efficiency and representation capability, we propose the Decoupled Graph Neural Networks (DC-GNN) to improve and accelerate the GNNs-based large-scale E-commerce retrieval. Specifically, DC-GNN decouples the conventional framework into three stages: pre-train, deep aggregation, and CTR prediction. By decoupling the graph operations and the CTR prediction, DC-GNN can effectively improve the training efficiency. More importantly, it can enable deeper graph operations to adequately mine higher-order proximity to boost model performance. Extensive experiments on large-scale industrial datasets demonstrate that DC-GNN gains significant improvements in both model performance and training efficiency.

CCS CONCEPTS
• Information systems → Information retrieval.
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1 INTRODUCTION

In recent decades, online E-commerce platforms (such as eBay, Amazon, Taobao) have become increasingly popular in people’s daily life [9, 34]. These platforms involve search, recommendation, and advertising systems, which are essential parts to help users better find what they need from billions of products, and have attracted more and more attention from both academia and industry [5]. The mainstream solution of these systems typically follows a multi-stage cascade architecture [25]. Taking Taobao sponsored search system as an example, the system can be roughly divided into two stages: retrieval stage and ranking stage. The retrieval stage is responsible for collecting a mini set of relevant products from an enormous corpus with minimum computational resources. The ranking stage is then to rank the mini-set products and determine their impression positions based on sponsored auctions [4]. In both stages, the prediction of click-through rate (CTR) which aims to estimate the probability that a user will click an advertisement (ad) under a search query, plays a vital role [23]. Differently, the CTR prediction in retrieval stage aims to efficiently search top hundreds of candidates from billions of products, while the CTR prediction in ranking stage is sophisticated to sort the retrieved hundreds of candidates. In this paper, we focus on the retrieval stage where the CTR prediction model is normally designed as a two-tower architecture [19] due to the tremendous amount of candidate products. The two-tower CTR model learns ctr-aware embedding vectors between users (and/or queries) and ads, and then approximate nearest
neighbors (ANN) algorithms can be feasibly applied to efficiently search top candidates in online retrieve module.

Most recently, the Graph Neural Networks (GNNs) has become one of the state-of-the-arts for large-scale E-commerce retrieval [6]. Various graph models, such as GCN [20], GAT [39], and GraphSAGE [11], have shown great potential on topological feature extraction and relational reasoning. The core of GNNs is to iteratively aggregate information from neighbors to the target node, which can effectively capture high-order proximity in graphs to alleviate data sparsity problems [24]. The conventional GNNs-based large-scale E-commerce retrieval faces with two major challenges. First, this retrieval scenario normally has billions of entities and tens of billions of relations. Such huge amount of graph data leads to a rapid expansion of training samples, which can severely curtail the graph model’s training efficiency. Meanwhile, most GNNs approaches inherently rely on an expensive message-passing procedure to propagate information through the graph. As the number of graph layers growing continuously, the neighbors and computational complexity are increasing exponentially. Hence, the considerable graph data and complex graph operations simultaneously set great limitations on training efficiency of the conventional GNNs-based large-scale E-commerce retrieval. Second, under the limitation on efficiency, only shallow graph algorithms can be adopted. For instance, most current industrial graph models achieve their peak performance by stacking only few layers (e.g., 1 or 2 layers) [24]. Conceptually, shallow graph operations only capture the information of a very limited neighborhood for each target node, which severely hinders the GNNs representation capability, as a larger neighborhood would provide the model with more information [21].

Current researches on tackling the above challenges can be divided into two categories: graph pre-training and lightweight graph models. Graph pre-training mainly consists of skip-gram based embedding models [30, 32, 33] and GNNs pre-training methods [10, 17, 35]. The primary goal of graph pre-training is to learn transferable prior knowledge that can be generalized to downstream tasks and facilitate the model training. However, simultaneously learning node attributes as well as deep structure information remains challenging for graph pre-training methods. Besides, considering the efficiency, deep graph operations still cannot be adopted to mine higher-order proximity that is of significance to improve the model performance. On the other hand, various lightweight graph models have been investigated to make deep graph operations more scalable on large-scale industrial graphs [1, 14, 42]. These approaches propose to reduce the complexity of GNNs by simplifying the graph operators to improve the model training efficiency [21, 41]. Though have made some progress, they can only promote negligible acceleration when deployed in large-scale E-commerce retrieval. Unfortunately, simplifying the graph operators will significantly deteriorate the graph representation capability, which is intolerable in attribute graphs.

To address the aforementioned issues, we propose the Decoupled Graph Neural Networks (DC-GNN), which decouples the conventional end-to-end GNNs-based two-tower CTR prediction framework for large-scale E-commerce retrieval into three stages: pre-train, deep aggregation, and CTR prediction. More specifically, the pre-train stage is encouraged to learn rich node attributes with carefully designed supervised and self-supervised multi-tasks. Next, DC-GNN applies deep aggregation with linear diffusion operators to efficiently capture and preserve higher-order proximity in graphs to further enhance the node embedding. During this aggregation, each target node combines the messages passed from its different k-order neighbors, thus can effectively distill additional important information from deep graph structure. After the first two stages, each node in the graph will preserve graph attributive and structural features to provide feature embedding for CTR prediction stage. It is worthwhile mentioning that each stage of DC-GNN can work compatibly with the existing state-of-the-art (SOTA) modules.

To sum up, the contributions of this work can be summarized as follows:

- We propose a new framework, DC-GNN, which decouples the traditional GNNs-based two-tower CTR prediction paradigm for retrieval into three stages to simultaneously improve training efficiency and representative capability. Each stage of DC-GNN can work compatibly with the existing SOTA methods to further promote the performance.
- In the pre-train stage, we design a supervised link prediction task and a self-supervised multi-view graph contrastive learning task to jointly learn the rich node attributes and enhance the robustness of GNNs.
- In the deep aggregation stage, a set of linear diffusion operators are employed to further mine and preserve higher-order proximity in graphs to enhance the node embedding, while reducing the exponential computational complexity of GNNs to be linear with the graph layers.
- We perform extensive experiments on large-scale industrial datasets, demonstrating significant improvements of DC-GNN in terms of both model training efficiency and representative capability. The contributions of each proposed stage of DC-GNN are also verified.

The rest of the paper is organized as follows. Section 2 reviews the related works, followed by the introduction of the DC-GNN framework in Section 3. Then, Section 4 presents the experimental results and analysis, before wrapping up with a conclusion in Section 5.

2 RELATED WORK

In this section, we review related works of graph pre-training and lightweight GNNs.

2.1 Graph Pre-Training

2.1.1 Skip-gram based model. Early attempts to pre-train graph representation are skip-gram based embedding models inspired by word2vec [22, 27], LINE [38], node2vec [8] and metapath2vec [2]. These works learn the latent representations of nodes by treating the truncated random walks in graphs as the equivalent of sentences. Most of them explore neighborhood and structural similarity of nodes and follow the underlying assumption that nodes closely connected should be projected into the embedding space at a closer distance. The learned embedding via above methods is bundled with the training graph, leading to relatively poor generalization.

2.1.2 Pre-training GNNs. The primary goal of pre-training GNNs is to learn transferable prior knowledge that can be generalized to
downstream tasks [26], while reducing the labeling burden and making the most of abundant unlabeled data. GNNs pre-training methods typically optimize GNNs with carefully designed related tasks. For example, [17] explores three self-supervised pre-training tasks to capture structural information of a graph, while [36] optimizes the graph-level representation via maximizing the mutual information between graph-level representation and the representation of substructures of different scales. [16] designs a self-supervised attributed graph representation task to pre-train GNNs. In contrast to the above either focus on graph-level or node-level methods, [15] pre-trains graph with different strategies at both local and global levels to enhance the generalization. On another line, contrastive learning has emerged as a powerful strategy for graph representation learning [29, 40, 46]. For instance, [31] designs a subgraph instance discrimination task and leverage contrastive learning to learn transferable graph structural representations. [37, 43, 46] explore different graph augmentation schemes in contrastive learning — node drop, edge drop and random walk — to generate multiple graph views. [12] uses a graph diffusion to generate an additional view of a graph to achieve better representation performance.

Our DC-GNN framework differs from graph pre-training methods in two aspects. First, simultaneously learning graph attributes and deep structural properties remains challenging for graph pre-training methods. In contrast, DC-GNN focuses on learn node attributes with multi-tasks in pre-train stage, while effectively capturing higher-order proximity in deep aggregation stage. Second, considering the training efficiency and complexity in large-scale industrial graph, complex graph operations are difficult to apply in graph pre-training methods. By decoupling the attributional and deep structural properties learning, DC-GNN can significantly improve the GNNs representation capability and training efficiency.

2.2 Lightweight GNNs

Scaling GNNs to industrial settings is a major challenge, as graph normally mount billions of entities and tens of billions of relations. Meanwhile, in typical graphs the exponential growth of neighborhood size with increase of the filter receptive field corresponds to the significant computational complexity. Many sampling-based methods have been investigated to reduce the computational complexity [11]. Most Recently, Various lightweight GNNs have been proposed to break the scalability bottleneck. For example, [14, 42] propose to remove nonlinearities and collapse weight matrices between graph consecutive layers to reduce the complexity of GNNs. [1, 21] explore the relationship between GNNs and PageRank [28] and propose an efficient approximation of information diffusion in graphs to construct a fast-training graph model. [7] proposes a scalable inception architecture that combines graph convolutional filters of different sizes to accelerate training.

Our DC-GNN framework outperforms lightweight GNNs in large-scale E-commerce retrieval in two aspects. First, lightweight GNNs concentrate on optimizing graph operators, which can only promote negligible acceleration when deployed in industrial settings. DC-GNN decouples such conventional framework so that can gain great efficiency improvements. Second, simple simplification of graph operators can deteriorate the graph representation capability, especially in attribute graphs. In contrast, DC-GNN can effectively learn graph attributes and structures, enhancing model representation capability and training efficiency.

3 METHODOLOGY

In this section, we first provide an overview of the proposed DC-GNN framework. Then, we elaborate on each stage, starting with the multi-tasks based pre-train stage, followed by the deep aggregation stage. Finally, we briefly introduce the two-tower CTR prediction stage.

3.1 Notations

Before introducing the method, we first give the definitions of notations. Let $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ denote a graph, where $\mathcal{V} = \{v_1, v_2, ..., v_N\}$ and $\mathcal{E} = \{e_1, e_2, ..., e_{N \times N}\}$ are node set and edge set respectively. $\mathcal{G}$ has node attributes $\{\mathbf{x}_a \in \mathbb{R}^{N \times F} | a \in \mathcal{V}\}$ of dimension $F$. Assume that the adjacency matrix of $\mathcal{G}$ is $\mathbf{A} \in \{0, 1\}^{N \times N}$ which is
To effectively learn rich node attributive information, we first design a self-supervised multi-view graph contrastive learning task. As shown in Fig. 1 Stage 1, the second and third subgraphs are two augmented views of the same target node, which are treated as positive samples (i.e., \( q_1 \) and \( q_2 \)). The augmented views of any different target nodes are treated as negative pairs (i.e., \( q_1 \) and \( q_2 \)). The contrastive loss, InfoNCE \([43]\), is adopted to maximize the agreement of the positive pairs and minimize that of the negative pairs. The optimization objective can be defined as:

\[
\mathcal{L}_{\text{link}} = \sum_{(q, i_p) \in \mathcal{E}} (-\log \sigma(f_s(q, i_p))) - \sum_k \log(1 - \sigma(f_s(q, i_k))),
\]

where \( f_s \) measures the similarity between two vectors, which is set as cosine similarity function. \( q \) and \( i_p \) denote a pair of positive samples, indicating that there is an edge between \( q \) and \( i_p \) in graph. \( i_k \) is the \( k \)-th negative sample. Note that we use the click relation as the edge in graph and thus this objective is aligned with the goal of CTR prediction stage to some extent, which means that we use the CTR to guide the node embedding update in pre-train.

Hard negatives mining \((i_k)\) can promote the embedding learning by making the model better at differentiating between similar results \([18]\). In the link prediction task, to impose GNNs on node attributes learning, we explore two kind of hard negatives.

**Hardness adjustable k-hop negatives.** As shown in Fig. 2a, taking the target node as query as an example, we select the k-hop (\( k \geq 2 \)) ad neighbors as negative samples. It is worthwhile noticing that we can adjust the hardness of ad negatives by changing the parameter \( k \). The ad neighbors that are closer to the target node in graph are more difficult, while those farther are simpler. This kind of negatives ignore the graph structure and impose the GNNs on node attributive information learning.

**Structure negatives.** Another type of negatives is represented in Fig. 2b. We retain the neighborhood structure of the positive ad and replace the positive ad with a negative one coming from the global negative sampling strategy. Conceptually, such structure negatives generate a fake subgraph with the same topology as the original true one, and retain the randomness of the global negatives. Thus, in the case of similar graph structures of positives and negatives, the GNNs will pay more attention on the node attributes learning. In addition, since GNNs inherently relies heavily on the graph structure, such negatives can also help to alleviate the over-smoothing problems.

3.3.2 Multi-view graph contrastive learning. In the industrial settings, the node embedding update is usually carried out in the form of subgraphs due to the limitation on efficiency. We select random walk (RW) to generate subgraphs following \([44]\), as it can preserve much semantics in local structure which is consistent with the objective of our pre-train stage. The generation of subgraphs inherently introduces randomness and interference, which implies that for the same target node there is a high probability each generated subgraph is different. Hence, to enhance the robustness of GNNs and capture nodes generalization characteristics, we supplement a self-supervised multi-view graph contrastive learning task.

As shown in Fig. 1 Stage 1, the second and third subgraphs are two augmented views of the same target node, which are treated as positive pairs (i.e., \( q_1 \) and \( q_2 \)). The augmented views of any different target nodes are treated as negative pairs (i.e., \( q_1 \) and \( q_2 \)). The contrastive loss, InfoNCE \([43]\), is adopted to maximize the agreement of the positive pairs and minimize that of the negative pairs. The
optimization objective for target node query can be defined as:
\[
L_{query} = \sum_{q_1, q_2 \in \mathcal{V}} -\log \frac{\exp(w_f(q_1, q_2))}{\sum_v \exp(w_f(q_1, v))},
\]
where \(v_q\) represents the set of query nodes in graph. \(w\) is the temperature parameter in softmax, and \(f_{sim}\) the similarity measurement function. Similarly, we can drive the optimization objective for target node user and ad:
\[
L_{user} = \sum_{u_1, u_2 \in \mathcal{V}} -\log \frac{\exp(w_f(u_1, u_2))}{\sum_v \exp(w_f(u_1, v))},
\]
\[
L_{ad} = \sum_{i_1, i_2 \in \mathcal{V}} -\log \frac{\exp(w_f(i_1, i_2))}{\sum_v \exp(w_f(i_1, v))},
\]
where \(u_u\) and \(u_v\) respectively denote the set of user and ad nodes in graph. Combining the above three losses, we drive the objective function of the multi-view graph contrastive learning task as:
\[
L_{contra} = L_{query} + L_{user} + L_{ad}.
\]

Finally, we leverage a multi-task training strategy to jointly optimize the link prediction and multi-view graph contrastive learning tasks. The loss function of the pre-train stage can be defined as:
\[
L_{total} = L_{link} + \lambda_1 L_{contra} + \lambda_2 \|\theta\|_2^2,
\]
where \(\theta\) is the model parameters, and \(\lambda_1, \lambda_2\) the hyper-parameters to balance the \(L_{contra}\) and \(L_2\) regularization. After the first stage, each node embedding in graph has learned rich attributive information.

### 3.4 Deep Aggregation

Following the pre-train stage, deep aggregation aims to mine higher-order graph structures to further enhance the node embedding. It is well-recognized that the recursive message-passing procedure of GNNs incurs exponential computation complexity. Meanwhile, stacking multiple GNNs layers are prone to over-smoothing, as too many layers lead to indistinguishable node representations [24].

To tackle the above two issues, we propose a set of heterogeneous linear diffusion graph operators which extend the scalable inception architecture [7] to heterogeneous graphs. As illustrated in Fig. 1 Stage 2, three relation subgraphs are first derived for each target node in the heterogeneous graph. Taking the target node as query as an example, its query subgraph, user subgraph, and ad subgraph can be respectively sampled and each subgraph only contains the nodes of one relation type. \(\mathcal{A}, \mathcal{A}^2, \mathcal{A}^3, \ldots\) respectively represent pre-computed first-order, second-order, third-order and higher-order adjacency matrices of the relation subgraph, aiming at capturing and maintaining different k-order proximity in graphs. Note that distinguish the information of different k-order is necessary because it will force a more adequate learning of the graph structure, which is the explicit objective of our deep aggregation stage. Assume that the node representation learned from the first stage is \(X\), i.e., \(h_0 = X\), the node embedding enhanced by the second stage can be depicted as follows:
\[
h_2 = h^2(X, \mathcal{A}) = [X, AX, A^2X, A^3X],
\]
where \(h_2\) denotes the node representation in deep aggregation. The representations of different relation graphs will be concat together.

The heterogeneous linear diffusion operation essentially is a parallel forward propagation strategy, which can effectively reduce the exponentially increasing computational complexity in graphs to be linear with the graph layers. Hence, it can accelerate the calculation at the graph operation level. In addition, we preserve the node locality (i.e., \(X\)) in the final node representation to stay close to the target node to alleviate the over-smoothing problem, while leveraging the information from a larger neighborhood to enhance the node embedding. After this stage, each node in the graph, on the basis of the learned rich attributes, is enhanced by the distilled additional important information from deep graph structure. Next, the enhanced node embedding provides dense feature inputs for the two-tower graph prediction stage.

### 3.5 CTR Prediction

Due to the tremendous amount of candidate products, the CTR model in retrieval stage is typically designed as a two-tower architecture. Therefore, in this stage, we establish a two-tower CTR prediction model where one tower is \(query, user\) and the other is \(ad\). As illustrated in Fig. 1 Stage 3, the node embedding generated by the first two stages provides dense feature input for the CTR model. The objective function in this stage can be defined as follows:
\[
L_{CTR} = \sum (-\log \sigma(f_s((q, u), i_{tk}))) - \sum_k (1 - \sigma(f_c((q, u), i_{tk}^k))),
\]
where \(f_s\) denote similarity measurement function. We use \((query, user)\)-ad clicked results as the positives (i.e., \((q, u)\) and \(i_{tk}\)), and the results impressed but not clicked as negatives (i.e., \((q, u)\) and \(i_{tpo}\)).

### 4 EXPERIMENTS

In this section, we conduct experiments to verify the model performance and training efficiency of the proposed DC-GNN framework. First, we compare the DC-GNN with SOTA competitors in Section 4.2, including lightweight graph models and graph pretraining methods. Next, in Section 4.3 we respectively evaluate the multi-tasks and the designed negatives in pre-train, and analyze the aggregation layers and neighbors in deep aggregation stage. In Section 4.4, we conduct the parameter studies of DC-GNN.

To sum up, the experiments are carried out to answer the following questions:

- **RQ1**: How does the proposed DC-GNN perform compared with the SOTA approaches?
- **RQ2**: What are the contributions of each stage of DC-GNN?
- **RQ3**: What effect can be achieved by tuning the parameters?

#### 4.1 Experimental Setup

**4.1.1 Dataset.** To evaluate the effectiveness and efficiency of DC-GNN, we conduct experiments on the industry-scale heterogeneous graph dataset collected from Taobao. The Taobao graph is constructed by collecting 7-days user click behavior logs on Taobao’s sponsored search platform, which consists of three types of nodes, i.e. query \((q)\), user \((u)\), and ad \((i)\), and three types of edges i.e. a user searches a query \((u-q)\) and then clicks an ad \((u-i\), \(q-i)\). The graph carries billions of nodes and tens of billions of edges, and the statistics are shown in Tab. 1. Following [13, 24], we randomly
split the dataset into training and testing sets with the ratio of 9:1 for evaluation. As we can see, such large-scale industrial heterogeneous graph is suitable for analyzing the performance of our method and the competitors.

4.1.2 Evaluation Metrics. We adopt time consumption to evaluate training efficiency and two widely used evaluation metrics, AUC and Hit-rate@K, to evaluate the model performance. The less time consumption \( (\downarrow) \) means a higher training efficiency and a higher AUC \( (\uparrow) \) implies better prediction performance. As for the Hit-rate@K, we retrieve the top-k preferred ads for each pair of <query, user> based on CTR scores from the whole corpus with billions of products, and evaluate the top-k retrieved list against positive ads in the test set. Then the Hit-rate@K can be defined as the proportion of positive ads hit in the top-k retrieved list over the total number of positive ads in the test set, i.e., Hit-rate@K = \( \frac{\text{NumberOfHits@K}}{\text{NumberOfPositiveAds}} \). This metric directly measures the probability that the positive ads can be retrieved according to the applied CTR model. A higher Hit-rate@K \( (\uparrow) \) indicates a better retrieval quality. In our experiments, K is separately set to be 100, 200, 500, and 1000.

4.1.3 Parameter Settings. The graph generator is implemented in the Alibaba Open Data Processing Service (ODPS) distributed data analysis framework \(^1\) and the model is implemented with Tensorflow \(^2\). The basic embedding dimension of all models is set as 64 and the batch size is fixed to 1024. The models are optimized with AdaGrad \([3]\) optimizer and the learning rate is 0.1 with the \texttt{Tensorflow} \(^2\) regularizer coefficient \( \lambda_2 \) is searched in the range of \([1e-6, 1e-7, 1e-8]\). In addition, we tune the GNNs layer size in the range of \([1, 2, 3, 4, 5]\) to verify the model performance.

4.2 Comparison with SOTA Methods (RQ1)

In this section, we compare DC-GNN with the SOTA methods in terms of both model performance and training efficiency. Tab. 2 shows the experimental results. The best results are highlighted in bold and the second best underlined.

4.2.1 Baseline methods. To verify the effectiveness of DC-GNN, we select representative baseline methods belonging to the following two categories: lightweight GNNs, including sampling-based GNNs (LasGNN, GraphSAGE \([11]\)) and efficient propagation GNNs (SGC \([42]\), LightGCN \([14]\)), and graph pre-training models, including skip-gram methods (node2vec \([8]\)) and pre-training GNNs methods (GCC \([31]\), GCA \([46]\)). The brief introduction of these baseline models are as follows:

- \textbf{LasGNN}: LasGNN is a sampling-based graph model adapted to the Taobao advertisement retrieval scenario. This method proposes a layer-wise sampling method to reduce the computational complexity, demonstrating good performance.
- \textbf{GraphSAGE} \([11]\): GraphSAGE proposes a sampling strategy to avoid the unpredictable memory and expected runtime, which contributes to a fixed per-batch space and time complexity.
- \textbf{SGC} \([42]\): SGC simplifies GNNs by successively removing nonlinearities and collapsing weight matrices between consecutive graph layers, effectively reducing the excess complexity.
- \textbf{LightGCN} \([14]\): LightGCN simplifies the design of GNNs by only including the most essential component — neighborhood aggregation — to make it more scalable on large-scale graphs.
- \textbf{node2vec} \([8]\): node2vec defines a flexible notion of neighborhood and proposes an improved random walk algorithm to capture the diversity of connectivity patterns in graphs.
- \textbf{GCC} \([31]\): GCC presents a self-supervised contrastive learning based graph pre-training framework to capture topological properties across graphs, achieving good generalization.
- \textbf{GCA} \([46]\): GCA proposes a general contrastive framework for graph representation learning with data augmentation on both topology and attribute levels to encourage model to learn important features.

4.2.2 Overall performance. Tab. 2 shows the performance comparison between DC-GNN and the competitors in terms of AUC and Hit-rate@K. For fairness, all methods are optimized by the same learning strategy. The best results are highlighted in bold and the second best underlined. Through the experimental results, we can obtain the following observations.

First, DC-GNN consistently yields the best performance in AUC among all SOTA methods. As illustrated in Tab. 2, compared with

---

\(^1\)https://www.alibabacloud.com/product/maxcompute.
\(^2\)https://www.tensorflow.org.

### Table 1: Statistics of the Taobao dataset.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Types</th>
<th>Statistics</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>u(^{q})</td>
<td>305,728,622</td>
<td>916,111,617</td>
</tr>
<tr>
<td></td>
<td>u(^{i})</td>
<td>348,409,723</td>
<td></td>
</tr>
<tr>
<td></td>
<td>u-q</td>
<td>567,396,166</td>
<td></td>
</tr>
<tr>
<td>Edges</td>
<td>q-i</td>
<td>2,343,149,048</td>
<td>10,246,182,743</td>
</tr>
<tr>
<td></td>
<td>u-i</td>
<td>5,917,118,417</td>
<td></td>
</tr>
<tr>
<td></td>
<td>u-q</td>
<td>1,985,915,278</td>
<td></td>
</tr>
</tbody>
</table>

* u, q, and i respectively denote query, user, and ad.

### Table 2: The overall performance of DC-GNN and the SOTA competitors.

<table>
<thead>
<tr>
<th>Models</th>
<th>AUC @100</th>
<th>Hit-rate @200</th>
<th>Hit-rate @500</th>
<th>Hit-rate @1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>LasGNN</td>
<td>0.6119</td>
<td>0.4898</td>
<td>0.5608</td>
<td>0.6465</td>
</tr>
<tr>
<td>GraphSAGE</td>
<td>0.6021</td>
<td>0.4978</td>
<td>0.5699</td>
<td>0.6573</td>
</tr>
<tr>
<td>SGC</td>
<td>0.5923</td>
<td>0.4674</td>
<td>0.5432</td>
<td>0.6354</td>
</tr>
<tr>
<td>LightGCN</td>
<td>0.5920</td>
<td>0.4671</td>
<td>0.5454</td>
<td>0.6415</td>
</tr>
</tbody>
</table>

**node2vec-P\(_F\)**  | 0.5532    | 0.2368        | 0.2843        | 0.3587        | 0.4250        |
**node2vec-P\(_2\)**  | 0.6135    | 0.4531        | 0.5262        | 0.6170        | 0.6783        |
**GCC-P\(_F\)**      | 0.5146    | 0.0492        | 0.0866        | 0.1678        | 0.2571        |
**GCC-P\(_2\)**      | 0.5979    | 0.3643        | 0.4443        | 0.5499        | 0.6248        |
**GCA-P\(_F\)**      | 0.5217    | 0.0877        | 0.1305        | 0.2085        | 0.2836        |
**GCA-P\(_2\)**      | 0.5800    | 0.3910        | 0.4529        | 0.5654        | 0.6462        |

**DC-GNN-P\(_F\)**   | 0.5736    | 0.3092        | 0.3797        | 0.4781        | 0.5530        |
**DC-GNN-P\(_2\)**   | 0.6297    | 0.4767        | 0.5523        | 0.6460        | 0.7080        |
**DC-GNN**           | 0.6543    | 0.4910        | 0.5677        | 0.6650        | 0.7322        |
In this section, we evaluate the effect of each proposed stage of DC-GNN, mainly focusing on the pre-train and deep aggregation stages. We first examine the effectiveness of the multi-tasks and negatives in pre-train. Then, we explore the effect of aggregation layers and neighbors in the deep aggregation stage.

4.3 Study on DC-GNN (RQ2)

4.3.1 Pre-train. To validate the effect of multi-tasks in pre-train stage, we compare the performance between DC-GNN with and without the specific link prediction task and multi-view graph contrastive learning task. As illustrated in Tab. 3, LP indicates that the model is individually optimized by the link prediction task, and CL the contrastive learning task. The best results are in bold. It can be seen that for DC-GNN and its variants the joint optimization of LP and CL achieves consistently the best performance. In addition, DC-GNN obtains the best results both in individual task and multi-tasks compared to DC-GNN-P1. This indicates that deep aggregation in DC-GNN plays a vital role in enhancing the model representation capability. The experimental results also demonstrate that the proposed link prediction and contrastive learning task are both indispensable for the pre-train stage.

We also examine the proposed k-hop and structure negatives in pre-train stage. These two negatives are designed to learn rich node attributes. In order to explore the effectiveness of the two kind of negatives, we compare the performance of model training with k-hop negatives, structure negatives and global negatives separately. The experimental results are shown in Fig. 4. It can be seen that the sampling-based lightweight GNNs, DC-GNN outperforms the best baseline LasGNN by 4.24%. This is mainly because that DC-GNN can capture important higher-order proximity in graphs which is inaccessible in sampling-based lightweight GNNs. As for the efficient propagation GNNs, DC-GNN achieves 6.20% improvements on the best baseline SGC. Such significant improvements validate that DC-GNN can learn effective features in large-scale attributes graph while efficient propagation GNNs degrade the performance due to the weakened representation ability.

Besides, DC-GNN demonstrates strong performance across graph pre-training methods. As illustrated in Tab. 2, F and P respectively represent that the embedding are fixed and fine-tunable. DC-GNN achieves 4.08% improvements over the best graph pre-training baseline node2vec-P, owing to the fact that deep aggregation stage in DC-GNN can effectively mine important higher-order graph structures to enhance the model performance. We also design two variants of DC-GNN, namely DC-GNN-PF and DC-GNN-P, which directly feed the embedding generated by pre-train stage to the two-tower CTR prediction stage, to verify the performance of our pre-train stage. We observe that DC-GNN-PF and DC-GNN-P respectively achieve 2.04% and 1.62% improvements over the corresponding best fixed and fine-tunable baselines. This indicates that our pre-train stage can better optimize the node embedding under the guidance of the CTR goal. Meanwhile, DC-GNN-PF achieves smaller gaps between the fixed and fine-tunable embedding (5.61%) than other graph pre-training methods (node2vec (6.03%), GCC (8.33%) and GCA (5.83%)), implying that our pre-train stage can achieve better generalization and robustness. On the other hand, we evaluate the model performance in Hit-rate@K where K is separately set to be 100, 200, 500, and 1000. As shown in Tab. 2, DC-GNN clearly achieve competitive results compared with all baselines, and the advantages gradually enlarge as the K increases, especially in Hit-rate@1000 (about 3% gains over the second best). The results indicate that our method can not only consistently maintain the recall accuracy over top candidates, but significantly improve the prediction results over mid- and long-tail candidates.

Regarding the training efficiency, we compare DC-GNN with the lightweight GNNs based methods. The training efficiency of LasGNN is set to be the baseline and the speedup ratios of other methods are shown in Fig. 3. It can be seen that, as the number of graph convolutional layers growing continuously, the training complexity of sampling-based lightweight graph models expands dramatically. The efficient propagation based lightweight GNNs, i.e. SGC and LightGCN, achieve higher training efficiency compared to the sampling-based models. This indicates that discarding linear transformation and non-linear activation module promote the faster training, but at the cost of impairing the GNNs representative ability. In contrast, DC-GNN decouples the graph operation and the CTR prediction, allowing the training time independent of the graph structure. Hence, the training efficiency of DC-GNN will not increase significantly as the number of graph layers grows. Note that when the number of graph layers reaches 4, the maximum speedup of DC-GNN exceeds 100. Conceptually, the speedup ratio of DC-GNN will be further enlarged with the increasing of graph layers. As a result, DC-GNN essentially provides a new CTR-based retrieval framework whose training efficiency does not rely on the graph structure and can capture graph’s higher-order proximity to enhance the model performance.

### Table 3: Effect of multi-tasks in pre-train stage.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tasks</td>
<td></td>
</tr>
<tr>
<td>LP</td>
<td>0.5563</td>
</tr>
<tr>
<td>CL</td>
<td>0.5475</td>
</tr>
<tr>
<td>LP + CL</td>
<td>0.5736</td>
</tr>
<tr>
<td>DC-GNN-PF</td>
<td>0.5897</td>
</tr>
<tr>
<td>DC-GNN-P</td>
<td>0.6004</td>
</tr>
<tr>
<td>DC-GNN</td>
<td>0.6297</td>
</tr>
<tr>
<td></td>
<td>0.6543</td>
</tr>
</tbody>
</table>

* LP denotes the supervised link prediction task.

** CL denotes the self-supervised multi-view graph contrastive learning task.
the model performance optimized individually by k-hop negatives or structure negatives outperforms that by globally sampled negative samples. Jointly learning with k-hop and structure negatives consistently achieves the best results. The results demonstrate that hard negatives can promote the embedding learning by making the model better at differentiating between similar results.

4.3.2 Deep aggregation. To investigate the effectiveness of aggregation layers and aggregation neighbors in deep aggregation, we conduct experiments with the layers increasing from 1 to 5 and neighbors increasing from 2 to 10. Through the experimental results in Fig. 5a, we can see that the model performance increases continuously with the growing of aggregation layers when stacking less than 4 layers. This indicates that the deep structure can mine higher-order neighborhood properties, providing the model with more information to enhance the node embedding. The peak performance of DC-GNN is obtained when stacking 4 layers. After 4 graph aggregation layers, the performance improvement of DC-GNN is smaller. Possible reasons are that increasing more layers is prone to over-smoothing problems that the node representations are indistinguishable. In addition, it can be seen that the proposed heterogeneous linear diffusion operators reduce the computational complexity to be linear with the increase of graph layers. This is because the different k-order proximity is captured and preserved in parallel for each node, making the computational complexity independent of the graph structure. Taking into account the model performance and efficiency, we adopt 4 aggregation layers in deep aggregation stage of the DC-GNN framework in this work.

According to the effect of the number of aggregation neighbors, we can observe from Fig. 5b that the AUC gradually increase with the increasing of aggregation neighbors. When the number of neighbors reaches 5, the graph model achieves its peak performance. After aggregating more than 5 neighbors, the performance improvement of DC-GNN is relatively smaller. Possible reasons are that aggregating more neighbors to the target node significantly increases the model parameters, consequently complicating the network training. Considering the training efficiency, network complexity and model performance, we choose to aggregate 5 neighbors for each target node in the deep aggregation stage.

### 4.4 Ablation Study (RQ3)

In this section, we conduct parameter studies on the number of k-hop negative samples and structure negative samples. As illustrated in Fig. 6, the experimental results show that the model performance improves continuously with the increasing of the number of k-hop negatives or structure negatives. This motivate us believe that the our hard negatives mining strategies effectively promote the embedding learning. Besides, the k-hop negatives optimization yields better performance than the structure negatives, owing to the fact that the design of k-hop negatives is aligned with the CTR prediction optimization goal to some extent. Considering the training efficiency and model performance, we respectively choose 8 k-hop negatives and 8 structure negatives in the pre-train stage.

### 5 CONCLUSION

In this work, we propose DC-GNN which decouples the conventional GNNs-based CTR prediction paradigm for large-scale retrieval into three stages — pre-train, deep aggregation, and two-tower CTR prediction — to deal with the trade-off between model performance and training efficiency. The pre-train stage aims to learn rich node attributive information with carefully designed multi-tasks. Then, deep aggregation captures higher-order proximity in graphs to enhance the node embedding. Each stage in DC-GNN can work compatibly with the existing SOTA methods to further boost the model performance. Based on our analysis, the improvement in training efficiency is mainly attributed to the decomposition of graph operations and two-tower CTR prediction. Both multi-tasks based pre-train and deep aggregation stages contribute to the significant improvement of model performance. DC-GNN essentially provides a feasible alternative or complementary framework for large-scale E-commerce retrieval.
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