Multi-view Omics Translation with Multiplex Graph Neural Networks
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ABSTRACT
The rapid development of high-throughput experimental technologies for biological sampling has made the collection of omics data (e.g., genomics, epigenomics, transcriptomics and metabolomics) possible at a small cost. While multi-view approaches to omics data have a long history, omics-to-omics translation is a relatively new strand of research with useful applications such as recovering missing or censored data and finding new correlations between samples. As the relations between omics can be non-linear and exhibit long-range dependencies between parts of the genome, deep neural networks can be an effective tool. Graph neural networks have been applied successfully in many different areas of research, especially in problems where annotated data is sparse, and have recently been extended to the heterogeneous graph case, allowing for the modelling of multiple kinds of similarities and entities. Here, we propose a meso-scale approach to construct multiplex graphs from multi-omics data, which can construct several graphs per omics and cross-omics graphs. We also propose a neural network architecture for omics-to-omics translation from these multiplex graphs, featuring a graph neural network encoder, coupled with an attention layer. We evaluate the approach on the open The Cancer Genome Atlas dataset (N=3023), showing that for MicroRNA expression prediction our approach has lower prediction error than regularized linear regression or modern generative adversarial networks.
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1 INTRODUCTION
In biological analysis, the general term omics refers to data gathered from various sources such as genomics, transcriptomics, metabolomics, and others. Omics modelling has a vast range of applications such as disease subtyping, survival analysis and individualised risk prediction. High-throughput biomedical technologies have made possible the collection of large datasets combining various types of omics data. As these data are generally high-dimensional, sometimes incomplete, and exhibit non-linear relationships, it is of particular interest to be able to analyse them jointly using expressive models. Recent deep learning methods for omics data have shown to be effective in many areas of research[6, 10, 34]. As efforts are made to make these types of methods more interpretable, one can assume that their adoption will continue to grow in this field.

Network representations are particularly well suited to this type of data, as they offer a flexible and rich mathematical structure for representing similarities between objects in a non-Euclidean domain, and have seen ever-increasing adoptions in life sciences[19]. With the recent advances in graph representation and deep learning, graph convolutional networks (GCNs) [15] have shown to be effective for a wide variety of tasks in both supervised and unsupervised problems[29]. While these methods were generally initially designed for social networks, they have also been applied to a variety of other data sets [4, 14, 32]. More recently, GCNs have been extended to the heterogeneous and multiplex cases [8, 11], where graphs can have multiple node and edge types. The number of deep graph neural representation methods is growing at a rapid pace and new self-supervised algorithms such as contrastive learning [21] and consensus representation learning [17] can potentially be applied in many areas of research for widely different fields.

In some applications, generating the graph is trivial, for instance two users in a social platform can be connected with a edge if they are friends. However many data sets, especially in biology, come in the form of tabular data; what should be considered a similarity between two nodes is not as well defined. Nevertheless, representing similarities between samples has shown to be an effective strategy for different tasks such as clustering [30], classification [33] and subtyping [2]; more generally, correlation networks representing sample-to-sample similarities are a staple of data analysis in life sciences, including gene co-expression [36] or brain networks [24].

Similarities between two samples can be defined in many ways. State of the art methods for omics analysis [31, 33] generally compute one similarity per omics, such as a measure of the inverse distance between two samples. However we can argue that this choice might be too reductive given the large dimensions of these samples, and that multiple similarities can be computed for each modality. These design decisions will ultimately affect the output...
of the network, and thus need to be studied in more detail. To the best of our knowledge, no work has been done to provide a general framework for multiplex graph generation from omics data.

Our main contributions are summarized as follows:

- We propose a method for constructing a multiplex graph from multi-omics data by grouping correlated features and computing an edge type per group, providing a ‘meso-scale’ approach which is more fine-grained than using a single graph per omics.
- We introduce a novel graph encoding architecture able to generate meaningful latent representations of the samples with minimal annotated data.
- We compare our method with the state of the art for omics-to-omics clustering and classification. We also mention other methods so it is of interest to examine the impact of graph construction on results have shown that graph construction impacts clustering[18], to model relationships. In general, these methods have one or multiple hyper-parameters that dictate the resulting graph properties, such as its sparsity. The common assumption is that appropriate links between the samples will provide meaningful information for the downstream task. These approaches all make sense intuitively, however for high-dimensional data it is worth considering whether similarities between samples should be considered uni-dimensional.

2 RELATED WORK

In the multi-omics literature, most similarity-based methods regard the generation of the sample-sample similarity graph as preprocessing[23], and use a single similarity graph per omics, with the notable exception of rMKL-LPP[26], which can use several different kernels per omic. Going back to spectral clustering[5], several results have shown that graph construction impacts clustering[18], so it is of interest to examine the impact of graph construction on predictive algorithms.

In the next subsections, we highlight the graph construction stage of a well established and a more recent approach for multimodal clustering and classification. We also mention other methods that construct graphs out of tabular data.

2.1 Similarity Network Fusion

The Similarity Network Fusion[31] (SNF) method consists in generating graphs from multiple modalities and fusing them iteratively. Given \( x_i \) a feature vector for node \( i \), let \( \rho(x_i, x_j) \) denote the Euclidean distance between nodes \( x_i \) and \( x_j \). For the graph generation process, initial edges weights between nodes \( i \) and \( j \) are given by:

\[
W_{ij} = \exp\left(-\frac{\rho^2(x_i, x_j)}{\mu e_{i,j}}\right)
\]

where \( \mu \) is a hyperparameter that can be empirically set and \( e_{i,j} \) is defined as

\[
e_{i,j} = \frac{\text{mean}(\rho(x_i, N_i)) + \text{mean}(\rho(x_j, N_j)) + \rho(x_i, x_j)}{3}
\]

where \( N_i \) represent the \( N \) closest neighbors of node \( i \). Finally, the adjacency matrix entries are given by

\[
A_{ij} = \begin{cases} 
W_{ij} & \text{if } i \neq j \text{ and } s(x_i, x_j) \geq \epsilon \\
0 & \text{otherwise}
\end{cases}
\]

This matrix is computed for each modality and used in conjunction with another similarity matrix. This method assumes that local similarities given by the K nearest neighbors are the most reliable. Note that a single graph is computed for each modality.

2.2 MOGONET

MOGONET[33] is a method based on graph convolutional networks and a view correlation discovery network. It also builds a single graph for each modality of measurement, but does so based on a similarity metric.

\[
A_{ij} = \begin{cases} 
s(x_i, x_j), & \text{if } i \neq j \text{ and } s(x_i, x_j) \geq \epsilon \\
0, & \text{otherwise}
\end{cases}
\]

where \( s \) is the cosine similarity

\[
s(x_i, x_j) = \frac{x_i \cdot x_j}{||x_i||_2 ||x_j||_2}
\]

and \( \epsilon \) is chosen such that

\[
k = \sum_{i,j} I(s(x_i, x_j) \geq \epsilon) / n
\]

where \( I(\cdot) \) is the indicator function and \( n \) is the number of nodes, and the hyperparameter \( k \) dictates the sparsity of the graph.

Again, only one graph is computed for each modality. We argue that as the modalities contain a large amount of features, it could be valuable to model more than one similarity per omic between the nodes.

2.3 Other Methods

To the best of our knowledge, TabGNN[7] is the only method using a graph neural network that builds a multiplex graph out of general tabular data. The graph construction step is however largely left to the user. Other methods build single graphs from k nearest neighbors[25,35], or Pearson correlation[2] and de Ressende et al.[3] compute an approximation of the Shapeley values to model relationships. In general, these methods have one or multiple hyper-parameters that dictate the resulting graph properties, such as its sparsity. The common assumption is that appropriate links between the samples will provide meaningful information for the downstream task. These approaches all make sense intuitively, however for high-dimensional data it is worth considering whether similarities between samples should be considered uni-dimensional. Although building one graph per modality is a first step, it is itself an arbitrary choice and other less obvious choices might yield better results.

3 A MULTIPLEX GRAPH NEURAL NETWORK FOR MULTI-VIEW OMICS TRANSLATION

3.1 Notation

Let \( F \in \mathbb{R}^{N \times d_f} \) be a feature matrix where \( N \) is the number of samples and \( d_f \) is the dimension of the features, and let \( A \in \mathbb{R}^{N \times N} \) denote an adjacency matrix representing similarities between the samples.
An attributed graph $G(A, F)$ is composed of these two components. An attributed multiplex graph $\mathcal{G}_M = \{G_1^M, \ldots, G^M_R\}$ is composed of $R \geq 1$ layers where $G_i^M(A, F)$ are individual attributed graphs.

### 3.2 Feature Clustering

As computing one layer of the multiplex graph per feature would be computationally intensive and would result in many redundant graphs, we instead choose to cluster correlated features together and compute a single layer per cluster. As a result, in a multi-modal setting features from different modalities can be in the same cluster. Our motivation for this approach so is that multiplex graphs neural networks can effectively use the appropriate similarities (or graph layer) for a given task and discard the others. Formally, we define a number of clusters $K$ that will also represent the number of layers in the multiplex graph. Following Ward’s method [20], pairs of clusters that minimally increase within-cluster variance are merged recursively. This procedure is repeated until the number of clusters is equal to $K$. The feature clustering is computed using scikit-learn’s [22] FeatureAgglomeration method.

This approach has multiple benefits when compared to SNF and MOGONET. First, the number of layers in the graph is not limited to the number of modalities, making this approach more flexible. Second, the similarities we compute reflect part of the data, as opposed to an entire modality. In cases where a lot of features are highly correlated, computing a single distance will drown out other potentially useful links. Finally, the aforementioned methods are based on the assumption that a link between samples for an entire modality is a good proxy for their respective final tasks, while we only assume this for some sub-groups of features that will be weighted by the neural network.

### 3.3 Multiplex Graph Construction

Let $K$ be the number of clusters generated from the feature clustering, then $X^k$ denotes the features of cluster $k$ for all sample. We build a multiplex graph with $K$ layers, each layer representing similarities for an associated cluster. Similarities $s_k$ for samples in cluster $k$ are defined as

$$s_k(x^k_i, x^k_j) = e^{-\gamma \|x^k_i - x^k_j\|^2} \tag{7}$$

where $x^k_i$ represents features in cluster $k$ for the $i$-th sample, and $\gamma = 0.5$. As some nodes can be left without any neighbors, we also link singleton nodes with their 10 nearest neighbors. The adjacency matrix $A^k$ is then computed as in equation 4 with $\epsilon = 0.5$ for each layer. There is a number of other ways we can construct these graphs. We could for instance combine multiple kernel functions for the similarity computation [26], use different thresholds, and many other variants. It is thus difficult to know for certain which similarities to combine and how, and this might cause us to over engineer these similarities based on the dataset. It could be possible to design a neural network making that choice for us, but defining a fully differentiable method for generating a multiplex graph is not trivial.

### 3.4 Encoder Architecture

The network, shown schematically in Figure 1, is composed of two main parts, an encoder and a decoder. The encoder makes use of the pre-computed multiplex graph to encode samples into a low-dimensional embedding space. The embeddings are then fed into a regular decoder composed of two fully connected blocks. Each block is composed of a fully connected layer, a dropout layer and an activation function. The output of the decoder is the reconstructed modality, and is compared directly with the ground truth.

To allow a wider range of applications for our approach, the head of the graph encoder predicts the mean and variance of a multivariate gaussian distribution rather than the latent representation directly. This can enable us to generate new samples for the output omic directly from the latent space, at no cost of performance for the observed metrics.

---

**Figure 1**: Overview of the proposed method. The adjacency matrices of the multiplex graph, computed for each feature cluster (represented in colors) are fed to a variational graph neural encoder, and decoded with a regular fully connected network.
The graph encoder, depicted in detail in Figure 2 is similar in structure to the network used in HDMI [11] and MxGNN [16] as it is a multiplex graph neural network with a similar attention mechanism. However, we do not use any contrastive loss or pooling layer. An initially fully connected block reduces the initial dimension of the data (6000 + 5000 in our case) to an embedding size of 512. The embeddings are then passed to a one-layer graph convolution for each cluster defined in equation 8, and recast by a residual connection.

\[
Z_k = f_k(X, \hat{A}_k) = \hat{A}_k X W_k_k
\]  

where \(\hat{A}_k = A_k + \mu I\), \(A_k\) is the adjacency matrix for cluster \(k\), I is the identity matrix and \(\mu\) is a self connection hyper-parameter.

Similarly to HDMI [11], the output embeddings from the GCN are passed to a attention layer. The attention weights are computed as:

\[
\alpha^r_n = \frac{\exp(\phi^r_n)}{\sum_{r=1}^{m} \exp(\phi^r_n)}
\]

where \(\phi^r_n\) is another set of parameters. Maximizing the Kullback-Leibler divergence between these two quantities is equivalent to minimizing the KL divergence with the regularization loss, which is the KL-divergence between the estimated \(p_{\theta}(z|x)\) and the normal distribution.

\[
\mathcal{L}_{vae} = \frac{1}{N} \sum_{j=1}^{N} BCE(y, \hat{y}) + \mathcal{L}_{KL}
\]

where \(y\) is the output modality and \(\hat{y}\) is the reconstructed approximation. \(\mathcal{L}_{KL}\) is the regularization loss, which is the KL-divergence between the reconstructed and the original sample, and the KL divergence between the estimated \(p_{\theta}(z|x)\) and the normal distribution. As the choice of prior for \(p_{\theta}(z)\), we simply use a normal distribution. Our loss function, initially defined in [13], is described in equation 14, we use the binary cross-entropy for our reconstruction loss and average over all training samples.

\[
\mathcal{L}_{KL} = \mathbb{D}_{KL}(N(\mu, \sigma)||N(0, 1))
\]

As the two distributions in the KL-divergence are Gaussian, an analytical formulation of this loss can be computed. Table 1 provides an overview of the most important hyperparameters.

4. EXPERIMENTS

4.1 Dataset

We use the TCGA [27] multi-omics data (available for download here http://acgt.cs.tau.ac.il/multi_omic_benchmark/download.html) for all of our experiments, and use all ten available cancer types. Data for each cancer type comprises of three omics layers: gene expression, DNA methylation, and MicroRNA (miRNA) expression. We use the same preprocessing as Cantini et al. [1], by using the natural logarithm of the miRNA expression level and gene expression. We also only keep the first 6000 features of gene expression with the highest variance. Finally, only samples for which all three modalities were available were kept. The number of samples ranges from 170 for Acute Myeloid Leukemia (AML) to 621 for Breast cancer for a total of 3023 samples and 6000, 5000, 1508 features for gene expression, DNA methylation and miRNA respectively. For all our results, we choose to reconstruct miRNA from gene expression and DNA methylation.

4.2 Experimental Setup

We test our method for two different splits of training and testing data. We define split A as random split in (5%, 5%, 90%) for train, validation and test data percentage respectively. For split B, we choose (80%, 5%, 15%). In both cases we pick the best performing model on validation data and evaluate it on the test set. We average the performance over 5 runs, and to ensure that our comparisons are fair we use the exact same splits for all methods. Our network is trained with the Adam optimizer and a stepwise learning rate scheduler of coefficient 0.5 applied every 1000 iterations. The values of important hyper-parameters are summarized in table 1. All models were trained on an NVIDIA GTX 3090 and an Intel(R) Core(TM) i9-10900X CPU @ 3.70GHz.
Figure 2: Encoder Architecture. The initial fully connected layer condensed the initial high dimensional space to the network dimension. The K layers of the multiplex graph are fed to individual GCNs and combined by an attention mechanism. The final fully connected blocks project the output of the attention layer to a lower dimensional space (Embedding dimension 1 to 2 referenced in Table 1).

4.3 Comparison Methods and Performance Assessment

For our baselines, we compare our method with multivariate LASSO regression (with regularization parameter \( \alpha = 1 \)), as well as a traditional variational encoder decoder (named VED). The VED encoder is a simple MLP composed of two fully connected blocks and has the exact same decoder as our proposed approach. In addition, we compare our method with OmiTrans [37], a GAN-based neural network that, to the best of our knowledge, is the state of the art for omics-to-omics translation. OmiTrans was slightly modified to accommodate for our experiments, and the two input omics were simply concatenated to form the network input. We also compare the performance when generating one graph per modality, with graphs computed with the same method as SNF.

We use three different metric to assess the quality of our reconstruction. We compute the average mean square error (MSE), the mean absolute error (MAE) and the coefficient of determination (\( R^2 \)).

5 RESULTS

Our results for the reconstruction of miRNA expression from gene expression and DNA methylation are summarized in Table 2. For split A, both our graph-based methods perform better than OmiTrans (Wilcoxon signed-rank test on samples mean squared error, \( p = 2 \times 10^{-19} \)). However there seems to be no significant gain or loss in performance when comparing the graph construction methods, and LASSO also performs similarly as our graph encoder.

For split B, our approach also outperforms OmiTrans on MSE (\( p = 7 \times 10^{-4} \)). The increased amount of training data also validates our graph construction method (\( p = 1.6 \times 10^{-2} \)) compared to SNF. Interestingly however, compared to OmiTrans we do not observe better results for MAE (non-significant, \( p=0.12 \)). Our approach seem better equipped to handle outliers while OmiTrans does slightly better on average.

To better understand why our graph encoder performs significantly better than VED, we plotted the t-SNE projections of the target modality and of latent representation of each sample for the two methods on figure 3. We can see that most of the types of cancer are distinguishable for both the raw targets and our approach, while they collapse in VED. As the decoders are exactly the same in both methods, we conclude that encoding with fully connected blocks results in less expressive latent encodings. Admittedly, our architecture for VED might not be optimal for this problem, but we have not found a single combination of layers that would provide a better suited latent representation.

To summarize, we showed that our graph construction method can be advantageous in cases where enough data is provided. We also showed that our multiplex graph based approach can produce state of the art results for a multi-omics to omics translation task.

6 DISCUSSION AND CONCLUSION

We proposed a new method for multi-view omics-to-omics translation using a multiplex graph neural network encoder. While we showed that this type of method can do well for one type of omics it is still not clear to what extent this method can apply to other

<table>
<thead>
<tr>
<th>Hyper-parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K )</td>
<td>10</td>
</tr>
<tr>
<td>Embedding dimension 1</td>
<td>512</td>
</tr>
<tr>
<td>Embedding dimension 2</td>
<td>256</td>
</tr>
<tr>
<td>Dropout Rate</td>
<td>0.1</td>
</tr>
<tr>
<td>Maximum number of iterations</td>
<td>15000</td>
</tr>
<tr>
<td>Initial learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Self connection coefficient ( \mu )</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 1: Values of hyper-parameters for our method. \( K \) denotes the number of feature clusters. Embedding dimensions 1 and 2 refer to the dimension of the graph encoder and the final embeddings, respectively.
Table 2: Reconstruction performance of the tested methods for different metrics. Split A and B correspond to (train, validation, test) sample percentages of (5%, 5%, 90%) and (80%, 5%, 15%), respectively. Ours(SNF) denotes using our architecture with a multiplex graph computed like SNF (one graph per modality), while Ours denotes using the feature clustering step for multiplex graph construction.

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE</th>
<th>MAE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LASSO</td>
<td>0.3768 ± 0.0015</td>
<td>0.2626 ± 0.0017</td>
<td>0.9546 ± 0.0002</td>
</tr>
<tr>
<td>VED</td>
<td>0.7548 ± 0.0281</td>
<td>0.3609 ± 0.0042</td>
<td>0.8971 ± 0.0040</td>
</tr>
<tr>
<td>OmiTrans</td>
<td>0.3876 ± 0.0039</td>
<td>0.2674 ± 0.0022</td>
<td>0.9538 ± 0.0005</td>
</tr>
<tr>
<td>Ours (SNF)</td>
<td>0.3639 ± 0.0058</td>
<td>0.2570 ± 0.0010</td>
<td>0.9558 ± 0.0008</td>
</tr>
<tr>
<td>Ours</td>
<td>0.3688 ± 0.0050</td>
<td>0.2577 ± 0.0017</td>
<td>0.9557 ± 0.0006</td>
</tr>
<tr>
<td>LASSO</td>
<td>0.3759 ± 0.0028</td>
<td>0.2609 ± 0.0016</td>
<td>0.9548 ± 0.0003</td>
</tr>
<tr>
<td>VED</td>
<td>0.7751 ± 0.0080</td>
<td>0.3634 ± 0.0048</td>
<td>0.8949 ± 0.0020</td>
</tr>
<tr>
<td>OmiTrans</td>
<td>0.2775 ± 0.0045</td>
<td>0.2117 ± 0.0026</td>
<td>0.9670 ± 0.0004</td>
</tr>
<tr>
<td>Ours (SNF)</td>
<td>0.2401 ± 0.0046</td>
<td>0.2163 ± 0.0026</td>
<td>0.9702 ± 0.0006</td>
</tr>
<tr>
<td>Ours</td>
<td>0.2537 ± 0.0086</td>
<td>0.2226 ± 0.0042</td>
<td>0.9685 ± 0.0010</td>
</tr>
</tbody>
</table>

There is room for improvement in our pipeline. Our method for splitting the features into clusters is rather simple, and generating the graph based on other factors that do not stem directly from the data (isolating important genes or clustering them based on some exterior criteria such as biological pathways or ontologies) could be an informative and interpretable way of injecting prior knowledge to the neural network. Moreover, our encoder decoder structure, while simple and easy to train, may lack the flexibility of other architectures such as GANs.

Despite its apparent advantages our method still suffers from some limitations. First, we have no a priori estimation of a suitable number of clusters $K$. This means that $K$ has to be treated like a hyper-parameter which, given the computational load of computing the multiplex graph, may take a significant amount of time. Second, we treat the variables in each cluster as equally important. This is also an issue as some individual variables might have a lot more expressive power than others in the same cluster; relatedly, our evaluation was limited to the few thousand features with the highest variance in gene expression, meaning that scaling issue could be present when moving to whole-genome coverage. Finally, the performance of our algorithm would significantly decrease when increasing $K$, meaning that our attention mechanism might not be sufficient to efficiently weight the graphs after a certain point.

A potential solution would be to compute similarities directly during training by doing some sort of similarity learning, such as Huai et al. [9]. Our approach could also be extended with some form of contrastive method such as Deep Graph Infomax [29] or Graph-MVP [12] to further improve performance on self-supervised tasks.
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