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ABSTRACT

Representation learning is an important component in solving most Natural Language Processing (NLP) problems, including Word Sense Disambiguation (WSD). The WSD task tries to find the best meaning in a knowledge base for a word with multiple meanings (ambiguous word). WSD methods choose this best meaning based on the context, i.e., the words around the ambiguous word in the input text document. Thus, word representations may improve the effectiveness of the disambiguation models if they carry useful information from the context and the knowledge base. Most of the current representation learning approaches are that they are mostly trained on the general English text and are not domain specified. In this paper, we present a novel contextual-knowledge base aware sense representation method in the biomedical domain. The novelty in our representation is the integration of the knowledge base and the context. This representation lies in a space comparable to that of contextualized word vectors, thus allowing a word occurrence to be easily linked to its meaning by applying a simple nearest neighbor approach. Comparing our approach with state-of-the-art methods shows the effectiveness of our method in terms of text coherence.
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1 INTRODUCTION

Natural Language Processing (NLP) includes many tasks which most of which are engaged with representation learning (RL) [8, 46]. Text representation learning has shown its important impact on the final results of NLP tasks, including Word Sense Disambiguation (WSD) [28], Information Retrieval (IR) [54], and Question Answering [51]. After the development of deep neural networks, different approaches have been widely used to solve the NLP tasks. Some of these deep neural networks are convolutional neural networks (CNNs) [17, 26, 55], recurrent neural networks (RNNs) [56], graph-based neural networks (GNNs) [35], and attention mechanisms [1]. Representation learning is also one of the tasks that uses the power of deep learning to alleviate feature engineering difficulties [45]. RL models usually use low-dimensional and dense vectors to implicitly represent the syntactic or semantic features of the language [44].

On the large corpus, the pre-trained models can learn language representations and then be used to solve downstream tasks. Between different RL approaches, the Skip-gram [24] and GloVe [30] are such models that are very shallow for computational efficiencies. While by emerging the deep models, including transformers [9], the RL architecture is transferred from shallow to deep. The pre-trained embeddings capture the semantics of the words they represent, but they suffer from the context in their representations [42]. The importance of the context in word representation is vital in some NLP tasks, like WSD.

The next generation of the pre-trained language models shows the important role of context in the representation in NLP tasks and tried enhancing RL with context [43]. Some of these models are including CoVe [22], ELMO [33], OpenAI, BERT [9], and GPT [37]. Most of the pre-trained language models are trained using English data sets. Because of this reason, their performance on different NLP tasks is good as long as the input text document is the general English text. If the text is in any specific domain, the representations are not that help solving the tasks.

The biomedical domain is one of these domains that needs specific pre-trained language models; this need is because of the volume of the biomedical text, which is growing with a good speed and needs analysis for different problems. On average, more than 3000 new articles are published every day in peer-reviewed journals, excluding pre-prints and technical reports such as clinical trial reports in various archives. Consequently, there is increasingly more demand for accurate biomedical text mining tools to extract text information. The deep learning models have been used in this domain in some of the NLP tasks.

To use the recent pre-trained language models in different tasks, we need to train them on biomedical text. Since most of them, like Word2Vec, ELMo and BERT are trained and tested mainly on datasets containing general domain texts (e.g. Wikipedia), it is difficult to estimate their performance on datasets containing biomedical texts. Previously, Word2Vec, one of the most widely known...
context-independent word representation models, was trained on biomedical corpora, which contain terms and expressions usually not included in a general domain corpus. While ELMo and BERT have proven the effectiveness of contextualized word representations, they cannot obtain high performance on biomedical corpora because they are pre-trained on only general domain corpora. The other problem is the word distributions of general and biomedical corpora, which are quite different, and it can often be a problem for biomedical text mining models. As a result, recent models in biomedical text mining rely largely on adapted versions of word representations. The other recent works tried developing these pretrained language models on biomedical texts and reduce this gap. These representations are still in lack of considering the context when generating representations, which it impacts the results on some tasks, like WSD.

In this study, first, we trained current state-of-the-art RL models on biomedical text. Second, we present a new representation learning approach (BioCBERT for Bio-Contextualized BERT) which considers the context of the input text and the context of the knowledge base when generating the embeddings. This information integration from context and the knowledge base is helpful in solving the NLP tasks with representations that carry context information with them. The context information in the word representations enhances the efficiency of various algorithms in NLP problems, including WSD. In the WSD problem, we try to find the best meaning for words that have multiple meanings. If the representations carry information from their input context, it enhances the WSD algorithm to find the best meaning match based on its context.

2 BACKGROUND

In this section, we first overview related works for the WSD task and then overview previous works toward pre-trained language models for lexical ambiguity. The WSD task is at the core of lexical semantics and has been tackled with many various approaches. We divide these approaches into two categories of knowledge-based and supervised approaches [28].

2.1 Knowledge-Based Approaches

Knowledge-based methods use the semantic network structure, e.g., Wikipedia [10], WordNet [25], or BabelNet [29], to find the correct meaning based on its context for each input word [27]. These approaches employ algorithms on graphs to address the word ambiguity in texts [2]. Disambiguation based on Wikipedia has been demonstrated to be comparable in terms of coverage to domain-specific ontology [53] since it has broad coverage, with documents about entities in a variety of domains [21]. The most widely used lexical knowledge base is WordNet, although it is restricted to the English lexicon, limiting its usefulness to other vocabularies. BabelNet solves this challenge by combining lexical and semantic information from various sources in numerous languages, allowing knowledge-based approaches to scale across all languages it supports. Despite their potential to scale across languages, knowledge-based techniques on English fall short of supervised systems in terms of accuracy [48]. One of the latest works in this series is SensEmBERT [48] which shows the power of language models combined with a vast amount of knowledge in a semantic network to produce latent semantic representations of nominal senses in multiple languages. ARES followed this model and created sense embeddings for the lexical meanings within a lexical knowledge base. These embeddings lie in a space that is comparable to that of contextualized word vectors [49].

2.2 Supervised Approaches

Supervised approaches use sense-annotated data for their training. These approaches surpass the knowledge-based ones in all English data sets, even before introducing pre-trained language models. These approaches use neural architectures [23], or SVM models [14], while still suffering from the need of creating large manually-curated corpora (knowledge acquisition bottleneck), which reduces their usability to scale over unseen words [11]. Automatic data augmentation approaches [47] developed methods to cover more words, senses, and languages.

Neural sequence models are trained for end-to-end WSD by Raganato et al. [38]. They re-framed WSD as a translation task that sequences of words are translated into sequences of senses. Later, some works showed the potential of contextual representation for WSD [31]. Sense embeddings initialization using glosses and adapted the skip-gram objective of word2vec is done by Chen et al. [6] to learn and improve the sense embeddings jointly with word embeddings. Later, by the appearance of NASARI vectors [5], sense embeddings were created using structural knowledge from a large multilingual semantic network. These methods represent sense embeddings in the same space as the pre-trained word embeddings, while they suffer from fixed embedding spaces. Finally, the LMMS representation considers creating sense-level embeddings with complete coverage of WordNet and shows the power of this representation for WSD by applying a simple Nearest Neighbors (k-NN) method [19]. ARES used this 1-NN method with its representations and showed improved results in the WSD task.

2.3 Language Modelling Representation

Most NLP tasks now use semantic representations derived from language models. There are static word embeddings and contextual embeddings.

2.3.1 Static Word Embeddings. Word embeddings are distributional semantic representations usually with one of two goals: predict context words given a target word (Skip-Gram), or the inverse (CBOW) [24]. In both, the target word is at the center, and the context is considered as a fixed-length window that slides over tokenized text. These models produce dense word representations. One limit for word embeddings means conflict around word types. This limitation affects the capability of these word embeddings for the ones that are sensitive to their context [40].

2.3.2 Contextual Word Embeddings. The problem mentioned as a limitation for the static word embeddings is solved in this type of embeddings. The critical difference is that the contextual embeddings are sensitive to the context. Therefore, it allows the same word types to have different representations according to their context. The first work in contextual embeddings is ELMo [31], which is followed by BERT [9], as the state-of-the-art model. The
critical feature of BERT, which makes it different, is the quality of its representations. Its results are task-specific fine-tuning of pre-trained neural language models. The recent representations which we analyze their effectiveness are based on these two models [34].

Transformer-based language models are pretty new in the NLP field, but there are a few works for analyzing these models and understanding the structure behind them [20]. The transformer-based models have been shown to capture the syntax and be applicable for solving the NLP problems [12]. Jawahar et al. [15] offers a phrasal representation analysis from BERT captured with the lower layers. It is also shown that transformer-based models encode well the human-like parse trees [13]. Quantitative analysis of contextualized word embeddings and sentence embedding models has demonstrated the effectiveness of the models’ analysis of the semantic roles [31]. The role of models for encoding sentence structure across a range of syntactic, semantic, local, and long-range phenomena is examined by Tenney et al. [50] and shows the strength of representations for syntactic phenomena. The entity type exploration and their relations are described in [50]. The effectiveness of LSTM language models has been shown [18], as well as understanding their internal representations for predicting words in a context [52]. Furthermore, the LSTM predictions for a word in context provide the ability to retrieve substitutes, showing how well the language model has captured the information [4]. Finally, for this LSTM-based contextualized embedding model, some analyses show how well these models distinguish between usages of words in context [3].

In terms of a complete overview of neural network approaches and study of the BERT model, there are some complete recent surveys [41]. The geometry of BERT is quantified in Reif et al. [39] which shows how this model cares about the neighboring tokens. However, the role of language models in lexical ambiguity is not addressed in any of these works. A few studies try to use knowledge resources and extract semantic information to enhance the generalization of pre-trained language models like BERT [32]. Characterizing the sense representation of BERT using cluster analysis has also been studied [7]. The study on BERT’s layers by Reif et al. [39] shows how this model performs for sense representations. The layer-wise performance of BERT when applied to the WSD task was studied in Loureiro et al. [20]. The difference of our research is to quantitatively understand to what extent the pre-trained language models encode information for the lexical ambiguity in terms of different word types. We show these pre-trained contextualized sense embedding behavior when solving the ambiguousness of part-of-speech in the text.

3 PRELIMINARIES

Our new BioCBERT (Biomedical Contextualized BERT embedding) representation uses different resources to build its vectors. In this section, we provide information on these resources.

BioBERT is a contextualized language representation model, based on BERT, a transformer-based language model for learning contextual representations of words in a text [9]. The contextualized representation of BERT is the key factor that has changed the performance in many NLP tasks, such as WSD. BioBERT is a pre-trained model which is trained on different combinations of general and biomedical domain corpora.

SBERT is a modification of the pre-trained BERT network that uses Siamese and triplet network structures to derive semantically meaningful sentence embeddings that can be compared using cosine-similarity. We use this sentence representation when generating the vector representations of sense sentences, both for the input text as the context and for the knowledge base text.

Wikipedia is a free content and multilingual online encyclopedia that uses a wiki-based editing system. Wikipedia is organized with Wikipedia pages, which are articles. Therefore, articles in Wikipedia can be directly linked to the entities they describe in other knowledge bases. Furthermore, mentions of entities in Wikipedia articles often provide a link to the relevant Wikipedia pages, thus providing labeled examples of mentions and associated anchor texts in various contexts, which could be used for supervised learning in WSD with Wikipedia as the knowledge base [57].

PubMed is a free search engine accessing the MEDLINE database of references and abstracts on life sciences and biomedical topics primarily. This preliminary is used at the time of generating BioBERT representations.

UMLS integrates and distributes key terminology, classification and coding standards, and associated resources to promote the creation of more effective and interoperable biomedical information systems and services, including electronic health records.

4 BIOCBERT

The BioCBERT is a pre-trained language representation model for biomedical text. BioCBERT is created by combining semantic and textual information from the first paragraph of each sense’s Wikipedia page and the paragraph of the input document text, which includes the senses. BioCBERT uses the representation power of neural language models, i.e., BioBERT and SBERT. The other preliminaries creating BioCBERT are Wikipedia, and UMLS. BioCBERT is based on three components; Context Retrieval, Word Embedding, and Sense Embedding.

4.1 Context Retrieval

This first component aims to collect contextual information from the knowledge base, which enhances the representations. For each ambiguous word in the input text, we create a set including candidate senses for the word from Wikipedia. This procedure aims to collect suitable contextual information from Wikipedia for each given concept in the semantic network. Then we exploit the mapping between synsets and Wikipedia pages available in the biomedical inventory and its taxonomic structure to collect textual information relevant to a target synset s. For each synset s, we collect all the related concepts to s from the UMLS. We show this set of related synsets to s by \( R_s \) which is:

\[
R_s = \{s'|(s,s') \in E\}
\]

\( E \) is the set including all connections. In this work, for each page \( p_s \), we consider the first opening paragraph of the page and compute its lexical vector by summing the SBERT vector representation of the sentences in this first paragraph. These lexical representations
are later used for the similarity score finding between \( p_s \) and \( p_{s'} \), for each \( s' \in R_i \) by using the weighted overlap measure from [36], which is defined as follows:

\[
WO(p_1, p_2) = \left( \sum_{w \in O} \frac{1}{p_1^w + p_2^w} \right) \left( \sum_{i=1}^{O} \frac{1}{2i} \right)^{-1}
\]

where \( O \) is the set of overlapping dimensions of \( p_1 \) and \( p_2 \) and \( p_i^w \) is the rank of the word \( w \) in the lexical vector of \( p_i \). We preferred the weighted overlap over the more common cosine similarity as it has proven to perform better when comparing sparse vector representations [36]. Once we have scored all the \((p_s, p_{s'})\) pairs, we create partitions of \( R_i \), each comprising all the senses \( s' \) connected to \( s \) with the same relation \( r \), where \( r \) can be one among connections. We then retain from each partition only the top-k scored senses according to \( WO(p_s, p_{s'}) \), which we set \( k = 15 \) in our experiments.

4.2 Word Embedding

In the second component, we use BioBERT to extract the given ambiguous word from the input text. For each ambiguous word (mention) of the input, we extract its BioBERT representation. Using the UMLS relations to Wikipedia, we extract all synsets of mention from UMLS (set E). For each of these senses, we collect all the Wikipedia pages for each sense. We use BioBERT representation for the second time to generate vector representation for senses.

4.3 Sense Embedding

In this last component, we build the final representation of each mention. From the previous step, we took the representation of mention, \( R(m) \), and the representation of each one of its senses. We show the representations of each \( k \) sense of \( m \) by \( R(s_i) \) which \( i \) varies from 1 to \( k \). Our unique representations combine the mention representation with sense representation, concatenating the two vector representations of \( R(m) \) and \( R(s_i) \). If mention \( m \) has \( k \) senses, BioCBERT generates \( k \) different representations of \( R(m, s_1), R(m, s_2), \ldots, R(m, s_k) \). The next novelty in our BioBERT representations is ranking the \( k \) senses of each mention based on their relevancy degree to the context. To this aim, we concatenate representations of the first step. In the first step, we took the representation of the input text paragraph, which contains the ambiguous mention, show it by \( R(PD) \) which stands for representation of the Paragraph of the input Document text. In the first step, we also took the representation of the first paragraph of the Wikipedia page, which represents it by \( R(PW) \), which stands for representation of the first Paragraph of the Wikipedia page. Finally, we concatenate these two representations as \( R(PD, PW) \). The dimension of this concatenated representation is also equal to the word representation, making it possible to calculate their cosine similarities. To rank the senses relevancy’s to the context, we use the cosine similarity as follows:

\[
\text{Sim}(m, s_i) = \text{Cosine}(R(m, s_i), R(PD, PW)), \text{ for } i = 1, \ldots, k
\]

This ranking provides the most similar sense to the context for each mention. This novelty makes this representation more effective than the previous contextualized embeddings, especially in the task of word sense disambiguation. At the end of these three steps, each sense is associated with a vector that encodes both the contextual information and semantic knowledge base information from the extracted context of Wikipedia and its gloss.

5 EXPERIMENTAL SETUP

We present the settings of our evaluation of BioCBERT in the WSD task in biomedical text. This setup includes the benchmark, BioCBERT setup for disambiguation task and state-of-the-art WSD models as our comparison systems. To test each embedding on the WSD task, we employed the 1-NN algorithm and compared the disambiguated sense of each word with the ground truth annotations in the datasets. The nearest neighbors strategy is effective with pre-trained language models [20].

5.1 Evaluation Benchmark

The UMLS metathesaurus includes 3.4 million biomedical and clinical concepts. Each concept has a unique identifier called CUI (Concept Unique Identifier), a set of representative terms, and a text definition. The Metathesaurus provided us with the sense sets of ambiguous terms. The SPECIALIST Lexicon resource contains information about common English vocabulary and biomedical terms by offering tools for language processing. The next source is Medline which includes over 20 million citations of life sciences and biomedical articles from 1966 to the present. Combined with the UMLS concept definitions, we employed Medline 2013 bigram-list to create our sense embeddings. As validation datasets, we employed the MSH WSD [16] dataset for the evaluation of WSD algorithms. This dataset provides 37888 instances for 203 ambiguous targets, including abbreviations, that take 2–5 senses (100 instances per each sense are provided). Prepared from Medline, every instance of a target ambiguous term is manually annotated with a CUI within the sense set of that term. For example, an instance of Ca is labeled with either C0006823 (Canada), C0006675 (California), C0006754 (calcium), or C3887642 (cornu ammonis); while every instance of the target term lymphogranulomatosis takes the sense C0036202 (benign lymphogranulomatosis) or C0019829 (malignant lymphogranulomatosis).

6 RESULTS

The results of our evaluations on the WSD task are represented in this section. We show the effectiveness of BioCBERT representation by comparing it with the existing state-of-the-art models. In Table 1 and Table 2 we report the results of BioCBERT and compare it against the results obtained from other state-of-the-art approaches. The performances are reported in terms of accuracy. As we can see, BioCBERT achieves the best results on the datasets compared to other previous contextualized approaches. It indicates that BioCBERT is competitive with these previous models. These results show that the novel idea in the nature of creating this BioCBERT representation has improved the lexical ambiguity. It is a good indicator of the dependency of the WSD task to the representation that is aware of the context and the information extracted from the reference knowledge base.

7 CONCLUSION

In this paper, we present BioCBERT, a novel approach for creating sense embeddings considering the knowledge base and the context of the biomedical input document text. We showed that this context-rich representation is beneficial for lexical ambiguity in the biomedical domain. The results of experiments in the WSD task show the efficiency of BioCBERT representations compared to other state-of-the-art methods, despite relying only on biomedical data. The results across other different datasets show the high quality of our embeddings and also enable the biomedical WSD while at the same time relieving the heavy requirement of sense-annotated corpora. We further tested our embeddings on the split data into four parts of speeches. By applying disambiguation on parts-of-speech in the dataset, we show the efficiency of different representations. This work shows how context can play an important role in the final results of the word sense disambiguation systems. The integrated information from both the input text, as context, and from the knowledge base is leading the final choice of the disambiguation system as the correct meaning for the ambiguous words.

REFERENCES


