We utilize a graph-based representation of temporal expressions to analyze their characteristics in diachronic text collections. Based on a collection of news articles published over a 33-years’ time span, we investigate several aspects of time expressions with a focus on their interplay with publication dates of containing documents. We utilize a graph-based representation of temporal expressions to represent them through their co-occurring named entities. The proposed approach results in several observations that could be utilized in automatic systems that rely on processing temporal signals embedded in text. It could be also of importance for professionals (e.g., historians) who wish to understand fluctuations in collective memories and collective expectations based on large-scale, diachronic document collections.

ABSTRACT
Time expressions embedded in text are important for many downstream tasks in NLP and IR. They have been, for example, utilized for timeline summarization, named entity recognition, temporal information retrieval, question answering and others. In this paper, we introduce a novel analytical approach to analyzing characteristics of time expressions in diachronic text collections. Based on a collection of news articles published over a 33-years’ time span, we investigate several aspects of time expressions with a focus on their interplay with publication dates of containing documents. We utilize a graph-based representation of temporal expressions to represent them through their co-occurring named entities. The proposed approach results in several observations that could be utilized in automatic systems that rely on processing temporal signals embedded in text. It could be also of importance for professionals (e.g., historians) who wish to understand fluctuations in collective memories and collective expectations based on large-scale, diachronic document collections.
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1 INTRODUCTION
Time expressions are important signals in unstructured textual data and are used for a variety of NLP, IR and other related tasks. In news articles, for example, they define temporal scopes of described events and facts, being at least as informative as the publication dates of documents. They also play an important role in several NLP and IR tasks. Event detection and ordering [10, 24], timeline summarization [3, 6, 17, 22, 26, 31], event occurrence prediction [29], temporal clustering and information retrieval [2, 5, 7], question answering [19, 27] and named entity recognition [1, 20] are example tasks where using time embedded in text proved beneficial. Furthermore, it was revealed that a significant number of web queries contain explicit temporal expressions [32]. It is then important to study the characteristics governing the characteristics and distribution of temporal reference mentions in texts.

In this paper, we propose an analysis approach that aims at studying the interplay between temporal expressions embedded in text and document publication time within long-term news article collections. Our aim is to provide new observations that could be useful for NLP and IR tasks that utilize time expressions and to propose new analytical approaches that could be used for supporting collective memory studies. Our work has then two objectives: (a) to uncover new observations related to time references embedded in news articles based on large scale temporal document collections and (b) to propose a novel framework useful for analysis of changes in collective memories and future expectations. The latter aim fits into the recent trend of Culturonomics [18] that looks into the way in which our culture evolved over time. Professionals such as sociologists, historians or journalists often need good understanding how our society referred to different time periods and how these references changed over time (e.g., which years were strongly remembered in different periods in the past and how these memories evolved). In particular, collective memory studies that investigate society-level memories and their triggers, and which have been increasingly mediated by quantitative approaches [4, 8, 14, 25], could benefit from the proposed analysis.

The literature describes several studies on the distribution and time horizon of temporal expressions embedded in text, which were often carried in the context of collective memory analysis. In [4] the authors combined content dates with topic models to uncover topics strongly associated with the remembrance of given years in relation to diverse countries. In the context of history-related tweets, it was demonstrated that the attention to the distant past is smaller than to the recent past and the recollections of past years tend to be driven by anniversaries [25]. Similar observation of memory triggers came from the analysis of Wikipedia edit histories [14]. Rizzo and Montesi [21] demonstrated through quantitative studies the temporal variant of Zipf’s law by showing that the distributions of temporal expressions tend to be governed by the well-known relation between the rank and frequency. Jatowt et al. [12] have investigated and visualized in aggregate the prevalence and scope of past- and future-pointing temporal expressions in...

\[\text{Note that to keep the analysis manageable we conduct it based on year granularity, hence we neglect time expressions of finer granularities such as days or months.}\]
We first look into how year mentions are distributed over time in
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which revealed that time references of yearly granularity are most
which were used for creating the co-occurrence graph further de-
(1900s-1930s), such as ones from around the beginning of the last
century, are much less common, and they tend to appear relatively
frequently and are subject to smaller variations across the dataset
span compared to the years of 1980s-2010s. Quite high variation is
on the other hand characterizing the years that fall within the
range of the collection span (i.e., 1981 to 2013) which is likely due
to the typical focus on freshness and recency in news articles.
Round years (i.e., the first years of each decade denoted by labels
“0”) have usually higher mean frequency than their nearby years.
The round years also occur with a relatively low variance, usually
lower than other years of the same corresponding decade. This is
likely because they may serve as a kind of temporal landmarks or
due to the occurrence of decade-denoting references like 1980s.

4 ENTITY CO-OCCURRENCE ANALYSIS
We now turn our attention to the analysis of the co-occurrence of
year mentions with other entities. The plot in Fig. 3 shows the
relation between the average frequency of content years computed
over all the segments of the dataset (x-axis) and the total number of
entities that these content years co-occur with in the dataset (y-
axis). By looking at the figure one can notice the positive correlation
between the content year’s frequency and its level of co-occurrence

Twitter. An aggregate analysis of date mentions was also done
over street names in [25]. Diachronic analysis of time references
within temporal document collections was however less researched.

In [9] the authors investigated diachronic changes of temporal
expressions based on relative entropy in scientific writing ranging
from 1665 to 2007. In this paper, we conduct frequency, semantic,
and time-based analysis of content dates (i.e., year mentions) within
a 20 years long collection of news articles. We employ a technique of
graph-based embeddings and of temporal embeddings, and utilize
named entities for representing years, as entities are the essence of
news and are strongly associated with temporal signals [1, 20].

2 DATASET
The dataset is composed of New York Times articles that were published
from Jan 1, 1981 to Mar 28, 2013 and which were crawled online, similarly to the procedure employed by Yao et al. [30]. In total, our document collection contains 282,412 news articles belonging to 4 decades. Named entities were extracted from the article content using the Stanford Natural Language toolkit for named
dentity extraction2. After lowering case, there were 4,484,145 entity
instances found, resulting in 706,163 unique entities. Entities were
grouped into four types: year, location, organization, person.

All the entities, except years, were then further filtered to retain
only those that appear at least 20 times. This resulted in 20,593
unique entities (there are about 17k, 19.5k, 19.3k, and 11.6k unique
entities in the 1980s, 1990s, 2000s and 2010s decade, respectively)
which were used for creating the co-occurrence graph further de-
scribed in Sec. 5. In our analysis, we focus on the year references
between 1900 and 20203, based on the prior study in literature
which revealed that time references of yearly granularity are most
commonly used when referring to distant periods [13]4. In the re-
mainder of the paper we use an expression content years to denote
years mentioned as temporal expressions in the content of news
articles to distinguish them from publication years of these articles.

3 ANALYSIS
3.1 Frequency Analysis
We first look into how year mentions are distributed over time in
our dataset. Fig. 1 shows the distributions of year mentions (called
also content years) in each segment5 of the dataset’s interval (i.e.,
period from 1981 to 2013). For facilitating the visualization, we
indicate with the same color the year mentions that belong to the
same decade. First, we notice that the mentions of content years
from the 1980s, 1990s, 2000s and 2010s are the most common in
our dataset. Rizzo and Montesi [21] have already demonstrated
that most of the content temporal expressions fall within the time
scope of an underlying dataset. This can be indeed observed in
Fig. 1 as the content years of 80s, 90s and 00s decades are the most
common. What we can additionally see is that distant past decades
(1900s-1930s), such as ones from around the beginning of the last
century, are much less common, and they tend to appear relatively
more uniformly over time than the years from the later decades
(1940s-1970s), which are subject to sharper decreases.

The low frequency and low variance of frequencies of content
years that point to the outside periods of our dataset (in our case
these are content years of 1900s-1970s and of 2020s) is also evident
in Fig. 2. Fig. 2 plots the so-called standardized variance of the
frequency of content dates computed over the time period covered
by our dataset. In particular, the vertical axis gives the coefficient
of variation (also known as the relative standard deviation) which
is defined as the ratio of standard deviation to the mean, both of
which are calculated over 33 year-long segments of the dataset.
The frequency of year mentions is shown on the other hand on
the horizontal axis. For computing the variance, we first divided
the dataset span into 33 year segments and then we measured the
frequency of each unique content year mention in every segment.
We could then compute content years’ variances and plot Fig. 2 to
see if we can corroborate the prior observations from Fig. 1.

To facilitate the visualization and comparison between Fig. 1
and Fig. 2, years of each particular decade are marked by the same
distinctive color. The individual years in Fig. 2 are distinguished
by labels representing their last-digits. For instance, the number
9 occurring at the very top of the figure with a dot in pink colour
indicates the content date “2019” since pink is used to denote
the last decade (2010s). We can observe that while this year has a rather
moderate frequency, it is subject to the highest variation.

Overall, we can see that years in the early decades (i.e., distant
past) occur with quite low average frequency, thus confirming the
intuition that distant past matters less than the near past. They also
tend to be mentioned rather uniformly over the duration of our
dataset (i.e., from 1981 to 2013) as indicated by their low relative
standard deviation. Another thing to note is that both the mean
frequency as well as the relative standard deviation tend to increase
for the content years which are closer to the left boundary of the
dataset (i.e., 1981) when following the timeline from the past to
future. This trend reverses, however, for future-pointing content
years, i.e., years after the dataset’s right boundary (i.e., 2013) that
are indicated in red. The future years again occur relatively less
frequently and are subject to smaller variations across the dataset
span compared to the years of 1980s-2010s. Quite high variation is
on the other hand characterizing the years that fall within the
range of the collection span (i.e., 1981 to 2013) which is likely due
to the typical focus on freshness and recency in news articles.

Round years (i.e., the first years of each decade denoted by labels
“0”) have usually higher mean frequency than their nearby years.
The round years also occur with a relatively low variance, usually
lower than other years of the same corresponding decade. This is
likely because they may serve as a kind of temporal landmarks or
due to the occurrence of decade-denoting references like 1980s.

3 https://nlp.stanford.edu/software/CRF-NER.html
4 Note that since NYT dataset ends in 2013, our analysis also involves future pointing
years that is years from 2013 to 2020.
5 We decided to start from 1900 since the expressions pointing to years before 1900
were relatively rare in our dataset.
6 We use yearly granularity hence the segments have unit length of 1 year.
with entities per year. We can also observe that the degree of the co-occurrence with entities is the highest for the years that fall within the dataset’s time span, while it gets lower for the years before and after that time span. This means the texts about the years before the collection’s start date and the years after the collection’s end have smaller numbers of co-occurring entities than the other dates. Also, as we see, round years have on average higher co-occurrence with entities than the other years in their respective decades, which corresponds to the observation from Fig. 2.

5 SEMANTIC ANALYSIS OF CONTENT YEARS
We next embed years based on the entities they co-occur with. For this, we first create a graph $G = (V, E)$ such that a vertex $v_i \in V$ represents an entity (any entities including also content years which are considered as entities as well) and the weight of an edge $e_j \in E$ is determined by using Pointwise Mutual Information...
Figure 3: The total count of content years (x-axis) vs. the average number of unique entities that co-occur with them computed over yearly chunks of the dataset. A given year is represented by displaying its last digit and by the color of its corresponding decade. Best viewed in color.

We then use node2vec [11], a popular graph embedding approach, to compute year embedding vectors with dimensions set to 128. Finally, we display in Fig. 4 the content year embeddings from our dataset on a 2D plot using t-SNE visualization [16].

As we can observe, the chronologically close years are generally located near each other, although this is rather less obvious for the distant past years. The past years are positioned on the bottom left, and these are followed by the years just before and within the dataset’s time interval, which are situated around the lower middle of the figure. Future years appear to be separated from the rest of the pack and sit on the top right. The overall shape of the plot is quite interesting as the density (or spatial dispersion) of near years’ seem to change along the time from less to more compact once we move from the past towards the present. The distant past (1900-1939) occupies a relatively large round area, while the more recent past (1940-1979) “becomes narrower” and the “present” (1980-2013) has already a quite elongated plot shape. One interpretation for this could be that years in the distant past tend to be quite diverse and often dissimilar from each other, and their chronological distance is less correlated with their semantic similarity. On the other hand, the semantic similarity between the more recent years is more governed by their chronological order, so that chronologically nearby years are close to each other. However, when the temporal distance increases, so does the dissimilarity, hence the correlation between the two is stronger for more recent years (hence the elongated plot).

6 TEMPORAL ANALYSIS

Finally, we would like to quantify the degree of drift that the semantics of each year underwent over the time span of the dataset. We thus need an approach that allows comparing the year embeddings computed over different decades of our dataset. To this regard, we create 4 graphs (each one for a different decade of data split) such that for each graph \( G^d = (V^d, E^d) \) a vertex \( v_j \in V^d \) represents all the entities including also years, and the weight of an edge \( e_j \in E^d \) is determined by using Pointwise Mutual Information (PMI) measure of association between nodes computed on the document level in a similar way as in Sec. 5. What is important to note is that each graph is created based on data from a particular decade that the dataset spans over (i.e., 1980’s, 1990’s, 2000’s and 2010’s). The resulting graphs represent the co-occurrence data of all the entities in each of these four decades. We then use a method that relies on retraining the embeddings sequentially from the oldest decade (i.e., 1980s) to the latest decade (i.e., 2000s) [15] such that the model’s parameters obtained after training on one decade (i.e., on graph \( G^d \)) are updated by subsequently training on the data from the next decade (i.e., on graph \( G^{d+1} \)). In this way, we generate 120 vectors that represent all the analyzed content years (i.e., ones from 1900 to 2020) in each decade of the dataset span (‘80s, ‘90s, ‘00s and ‘10s). Hence in total there are 480 vectors as each of 120 content years is represented by 4 vectors where each one corresponds to one of 4 different decades covered by our dataset. We then use the AffinityPropagation (AP) clustering\(^6\) to capture the similarities and differences between year embeddings trained over different temporal chunks of the dataset (i.e., four decades: ‘80s, ‘90s, ‘00s and ‘10s). AP is a clustering method based on a message passing mechanism.

\(^6\)We have dropped edges whose entities co-occurred less than 15 times in the dataset.
\(^7\)We use the following implementation: https://github.com/aditya-grover/node2vec/blob/master/src/main.py with default values (walk-length: 80, num-walks: 20, window-size: 10, etc.)
that does not require setting the number of clusters. The number of clusters is decided automatically based on the input dataset. After applying AP to our 480 embedding vectors of years, we obtained 51 clusters which are shown by color coding in Fig. 5. Each cell of Fig. 5 corresponds to a particular content year (indicated as the row number from 1900 to 2020) that is embedded based on data from a given decade of the dataset’s span (see the column labels: ‘80s, ‘90s, ‘00s and ‘10s). The numbers in cells and their colors correspond to particular clusters (the numbers represent cluster ids).

It is interesting to observe that only for one year (1953) all the four vector representations of that year fall into the same cluster. Most of the time, embeddings of the same year that were derived on the basis of different decades are placed in different clusters meaning that the semantics of content dates tend to differ quite much in different temporal splits of the dataset. Only 13 years (i.e., only 11% of the studied years) have 3 or more of their representations (out of 4 possible) that belong to the same cluster. Interestingly, 37 years, which constitutes over 30% of all the analyzed content years, have each of their representations belonging to a different cluster. Also, we observe in Fig. 5 that clusters tend to be spaced column-wise rather than row-wise, and that they cover relatively coherent regions considering the rather long time span of content years (120 years). Overall, these findings indicate that the same year tends to be represented differently based on different temporal portions of dataset used, even if the year is in the distant past or far future w.r.t. the interval covered by this dataset.

7 CONCLUSIONS
We presented in this paper a framework for analyzing temporal signals in diachronic text collections in a novel way focusing on the interplay between the content and publication dates. The analysis can be adapted to support investigating collective memories and collective expectations from large temporal document datasets. Finally, the observations we discuss help in better understanding the characteristics of time references embedded in text. We summarize them below:

- Time expressions that refer to the time interval of a temporal news collection are most common, have higher average frequency and are subject to higher fluctuations than temporal expressions which refer to the outside of that interval. They also tend to co-occur with a larger number of entities.
- Distant past years are less similar to each other than the more recent years are.
- Chronological order plays stronger role in inter-year similarities for years within the dataset interval or close to it, than for other more distant years.
- The same years have different semantics in different temporal splices of the dataset that used for computing their embeddings, even if these years belong to the distant past or the far future.

The above findings could be incorporated in various applications that utilize temporal expressions. For example, they could be applied for normalizing the frequencies of temporal signals found in texts or for estimating their relative importance. It is expected that a year in a distant past should be on average less frequent than any more recent year, hence if the frequency of the two years is similar, we should assign the higher importance to the more distant year.

In another example, event-to-event linking in timeline generation [22] could incorporate the expected similarity change between descriptions of events from different years depending on the distance
between these years. Further, QA systems that use temporal expressions to locate correct answers (e.g., [27, 28]) over long-span archival news collections could make use of expected distributions of these temporal expressions over different time segments.
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